Examples for Chapter 8.



EXAMPLE 7.1

A certain real random process has the exponential correlation function
R[] = (0.5)1

[t is desired to compute the coeflicients of the second order linear predictive
filter and the corresponding prediction error variance.

Here the needed correlation terms are R,|0] = 1, R,[1] = R,;[—1] = 0.5, and
R.|12| = R,|—2] = 0.25. The Normal equations have the form

1 05025][1 o’

0.5 1 0.5 a; | = |0
0.25 0.5 1 a9 0

This can be broken up into a set of equations for the unknown filter coeflicients

1 05)far| |—05
0.5 1 as | | —0.25
which has the solution a; = —0.5 and ay = 0, and a separate equation for the

prediction error variance which can then be solved as



0’ = R0 + a1 R.[1] + as R.[2]
= 1+ (—0.5)(0.5) + (0)(0.25) = 0.75

The fact that as is zero for this particular correlation function is no coincidence
and will be clearly understood when we investigate linear prediction further. O
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EXAMPLE 8.1

Consider the linear prediction of a real random process with the correlation
function shown below:

R,[l]

30

1 ]| Ty

—432—10 34 ]

[t is desired to find the second order linear prediction parameters for the
random process x[n] and the values of the reflection coefficients. The first three

values of the correlation function are
Rx[o] =3 Raz[l] — Rx[_l] = 2; Raz[Q] — Rx[_Q] =1

Therefore the Normal equations for this problem are
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The equations are solved by applying the Levinson recursion.

Begin with rg = R,[1] = 2, ag = 1, and 05 = R,[0] = 3 and proceed through
the first stage of the recursion (for p = 1):

:r0a0:2-1:2

n of 3 s
@0 ! 11,0 1
A= 77 TN T T ol T T 22
0 a; 3

2 5
of = (1= Imf)og = (1= (5)7)-3=3
This determines the first order parameters including the reflection coeflicient
v1. The next stage of recursion proceeds in a similar fashion (for p = 2):
T ~ 2

ria; 1 |
= 21 3| =—2=-0.2
V2 = o2 g[ w | .
a; 0 1 0 0 1
i = | == | = | == | = |3 - (D] -3 | =| 4| = | o
0 a; 0 1 % 0.2
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o3 = (1~ paP)ot = (1~ |~ )5 =5=10

This completes the solution. O
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EXAMPLE 8.2

[t is desired to find the reflection coeflicients in the lattice representation of
the prediction error filter with coefficients

1
a)s — —0.8
0.2
Begin by observing that
Yo = —a(22> = —(.2
Then by using the reverse order recursion formula:
a
las ta
= —|a a
— | L
0
| 1 0.2 1
= —0.8 —0.2) | =0.8 || = | —0.666. ..
= [—02 +(=02)

0.2 1 0



Thus
v1 = +0.660 . ..

These correspond to the refection coeflicients found in Example 8.1. Obviously
if the original filter order had been higher, the process could have been continued
until all the reflection coeflicients were calculated.

The prediction error variance of the first order filter in this example is com-
puted as

2 1.6
o= L ;= 1.666. .
L= P~ 1= 02)
which again agrees with the result of Example 8.1. O
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EXAMPLE 8.3

[t is desired to compute the reflection coeflicients and prediction error variances
for the prediction error filter of Example 8.1 by the Schur algorithm. The

algorithm is initialized with the real correlation function

x R R:2] x 21
R.[0] R:[1] R:2] 3 2 1]

In the first step (p = 1) 1, G1 and 0% are computed:
gl 2

1 — 731t &5 3
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In the second step (p = 2) the remaining terms are computed similarly:

1
2= T =/ 5
gl 5/3 0
[Tl x 0 —3 [ x x 0
% 1| x x % X X %
0 = g5[2] = §
The results are seen to agree with those of Example 8.1. O
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EXAMPLE 8.4

[t is desired to compute the second order linear prediction parameters for the

random process whose correlation function is given in Example 8.1. (Recall
that R,|0] = 3, R;[1] = 2, and R,[2] = 1.) The computation is carried out
using the complex split Levinson algorithm. The algorithm is initialized with

1

= R,0|=3; s5=2; 31—{1

In the first step of the recursion (p = 1) 7, §1, and sy are computed.

= Y (Rulk] + Rl — k]) stV



S1 0 0
Sy = 4 + — | So
0 S1 0
11 T0 0 2
_ 3 o A
=31+ 1] —-|2|=] -1
0 1 0 %

(The symbol x here indicates that this element does not have to be computed
due to the symmetry.)

In the next step of the recursion (p = 2) 1, B2, and s3 are computed.

0
m = Rollst” + ¥ (Rolk] + Rol2 = K]} 5}

Fx.8.4(2)



Zh| 5
@__:Z:%
T9 R
S9 _ 0 0
S
s3 = [ + — |7
0 | S2 | I 0
3] 1T 107 15 T
5 01 |0 1
_4 3 1 _9
S R
1
S e X
3
The filter coeflicients are then computed from:
a) 0 0
= C:;Sg — Ké +
0 S9 as
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where

1
O = — 4
> top(sy) P
and 5(85)
S3 3
K/ — C/ — . i _ 2
2 2(82) s % 15
Writing this in component form we have
B T 0] o
(2) _9 3 1
ay | _ 4 4 5
@ =3[ _o| 2| _i| | B
0 15 51 |aY
L 4 | 5 ] L i

The components are then computed one at a time.
(2) _ 4 (9 3 4
ai’ =15 (=) —2(5) +1=—5

! = (=) =24+l
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The coeflicient vector is therefore

Q
DO
|
|
SIS NG

Finally o3 is computed from:
0y = Ky =2(3) =3

These are seen to check with the results of Example 8.1. O
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EXAMPLE 8.5

[t is desired to compute the reflection coeflicients and prediction error variances
up to second order for the random process in Example 8.1 with

RJ0=3 R]=2 R,2=1

This is done using the complex split Schur algorithm.

The algorithm is initialized with

)

ol

3
4

] - v12]

5
3]; Ci=1; & =&=2

The first step (p = 1) consists of the following computations:

top(vy)

3

b= top(v1)

_ 3
5_5

S =206 —&=5-2—2=:

02:5101:%1:%



and finally

= [ + — ’Ug)s)
_01[2] | _vg‘s) |
O]
4
5

3 5 n 01y 3| _
503 5 41
This produces the first order parameters 1, o and the vector v9 needed for
the next time through the recursion.
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At the next and final step (p = 2) the process is repeated:
~ top(vy) 5 %

By = _ 2
’ top(vy) 1 4
=206 -6 =2-5-2=3
Cy= iy =3 = 1
ngCgézﬁézl
53 43 2

1
(K2 —Co) =2(3—3) = —3

This completes the computation of the parameters v, and Ug up to order 2
The computation of s3 is skipped since all of the desired parameters have been
[]

P
found. The results check with those obtained in the earlier examples.
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